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Results

Mode
Coverage/ * From the COCO dataset, a smaller dataset consisting of one

Diversity hundred images along with their captions was created. The
captions are stored in a metadata.jsonl file
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* A fine-tuned model was constructed using the custom dataset

U-Net Architecture in order to generate new images with captions

Original New

* Symmetric (U-shape) structure consisting of
four encoders and four decoders

* The input (image) is initially downsampled as it
goes through each encoder. The decoder
upsamples the image until it's back to the
original size

Denoising Diffusion Probabilistic Models

 DDPMs work by gradually adding noise (pixels) to the input (images)
and then learning to denoise in order to generate new images

* The process can be defined as a Markov chain. The next image that is
created by adding noise or denoising only depends on the previous
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"Apples in a blue bowl sitting on a brown
counter.”

"A large white bowl! of many green apples.”
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*The image below shows forward diffusion and reverse diffusion
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