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Bisection-based Epsilon:

Bisection-based RHS:

DRCCP’s seek to determine optimal results that handle uncertain constraints and 
parameters, while taking into account all possible distributions in the Wasserstein 
ambiguity set. 

Initial Solutions 
CVaR Approximation
Bisection-based Epsilon
Bisection- based RHS
ALSO-X#

Iterations
Instances were 
tested across 
varying numbers of  
iterations

Results
DC is deemed 
unnecessary for 
improving these 
initial solutions

• Chance Constrained Program(CCP) : Find the best 
decision whose probability of violating the uncertainty 
constraints is within a preset risk level
𝑣∗ = min

"#$
{𝐜⊺	𝐱: ℙ(-𝝃: 𝑔(𝒙, -𝝃) ≤ 0) ≥ 1 − ε}

• Applications of CCP:

        Portfolio Selection                 Wireless Networks
• One difficulty of CCP: The feasible region is non convex
• CVaR is known as the most effective convex 

approximation method
𝑣&'() = min

"#$
{𝒄⊺𝒙: CVaR 1−, [𝑔 𝔁, A𝝃 ] ≤ 0

     

ALSO-X #:

𝑡	=(𝑡! + 𝑡")/2

Approximation Methods

Numerical Comparison

Results

• RED= Most optimal objective value.   YELLOW= Quickest running time
• All three methods improve CVaR approximation
• About 90% of the time, Bisection-based Epsilon is the best

DC approximation

• These 4 methods can serve as the initial solutions for DC approximation, which is defined as

• After taking the derivative of the inner convex function, we follow a sub gradient-based 
algorithm to solve the DC approximation

Objective Values over Iterations for Different Methods

Summary
• Cvar approximation is employed to evaluate the potential losses in financial 

decision-making, serving as a critical tool for risk management. Investigating  
other methods that can improve CVaR, such as Bisection-based Epsilon, 
provides a more accurate estimate of potential extreme losses

• Under type ∞- Wasserstein ambiguity set, Bisection-based Epsilon improves 
the CVaR approximation results  70% of the time across different epsilons and 
thetas over varying instances

Distributionally Robust Chance Constrained Programs

𝒙∗ ∈ argmin
"#$

{𝒄-𝒙: CVaR./,![𝑔 𝐱, -𝝃 ] ≤ 0}

𝒙∗ ∈ argmin
"#$

{𝒄-𝒙: CVaR./, 𝑔 𝐱F, 𝝃 ≤ ℛ0}

𝒙∗ ∈ argmin
"#$

{CVaR./, 𝑔 𝐱, -𝝃 : 𝒄-𝒙 ≤ 𝑡}

Solve problem 
above

𝜀!= 𝜀"

𝜀#=	𝜀"

ℛ1= ℛ0

ℛ2= ℛ0

𝑡1= 𝑡

𝑡2= 𝑡

Bisection-based Epsilon: Improvement by adjusting
the epsilon of the CCP
Bisection-based RHS: Improvement by adjusting the
right-hand-side of the CCP

Methods:
ALSO-X Sharp: Improvement by adjusting the upper
bound of the CCP

Solve problem 
above

Solve problem 
above

Feasibility 
check

Repeat via binary search:

Feasibility 
check

Repeat via binary search: ℛ#	=(ℛ! +ℛ")/2

Feasibility 
check

Repeat via binary search: 𝜀# = (𝜀! + 𝜀")/2

Introduction

Summary of Contributions

• New approximation methods are proposed to improve
    CVaR approximation

• Compare with DC approximation

min
𝒙∈I

	{𝒄⊺𝒙: K
LM
𝔼[𝑔(𝒙, .𝝃) + ̂𝜀]N−

K
LM
𝔼[𝑔 𝒙, .𝝃 ]N≤ 0}

𝔼[𝑔 𝒙, .𝝃 ]	N≥ 𝔼[𝑔 𝒙 O , .𝝃 ]N+∂ 𝒙(")𝔼[𝑔(𝒙(O), .𝝃̃	)]N 𝒙 − 𝒙 O .

𝑣∗ = min
𝒙&'

{𝒄⊺𝒙: inf
ℙ&𝒫!

	ℙ(.𝝃:𝑔(𝒙, .𝝃) ≤ 0) ≥ 1 − 𝜀}


